
VSCode on the FASRC clusters



Learning objectives

o What is VSCode
o Pros & Cons 

o Ways to launch VSCode on Cannon
• Remote Tunnel with Sbatch

• Remote Tunnel

• Remote SSH via ProxyCommand

• Remote SSH via ProxyJump

o Best Practices 

o Issues to look out for
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VSCode
o Microsoft Visual Studio Code, VS Code, most popular code editor

o Source-code editor developed by Microsoft for Windows, Linux, macOS and 
web browsers

o Features include:
• support for debugging, syntax highlighting, 
• intelligent code completion, snippets management, code refactoring/restructuring, 
• embedded version control with Git
• install packages as extensions using VS Code Marketplace

o Lets users use the interface to edit & run their local code/jupyter/R 
directly on the cluster without having to use OOD, sbatch, or salloc 
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Install & Launch VS Code
o OS-based installation: 

• Download: https://code.visualstudio.com/download 

• Linux: Running Visual Studio Code on Linux 

• macOS: Running Visual Studio Code on macOS 

• Windows: Running Visual Studio Code on Windows 

o Launch locally - macOS example

• Terminal: code &

• Applications -> VS Code icon

• Command+Spacebar -> Code
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VS Code Remote Development
1. VSCode Remote Development via SSH or Tunnel – FASRC DOCS

• Remote Tunnel
• Interactive & Sbatch (FASRC recommended)

• Remote SSH 
• Interactive & needs SSH config file 

• Prerequisites satisfied

2. Open OnDemand (OOD/VDI) Remote Desktop: How to open software – 
FASRC DOCS 
• Remote development work & seamless integration not required 
• Resilient to network glitches
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Pros & Cons
Approach Type Pros Cons

Remote Tunnel via sbatch Batch job 
submission

1. Resilient to network glitches 
2. Session launches, by default, on compute 

node 
3. Only method to launch session on FASSE 

compute nodes [caution: personal 
systems must be configured according to 
Minimum PrivSec Responsibilities] 

4. Supports launching session on Windows

1. Multi-step process to launch session
2. Session cannot be launched directly 

from personal device. Login to cluster to 
submit batch job 

3. Allows for single VSCode session only, 
cannot run concurrent sessions 

4. Edit batch file for compute node 
resource allocation

Remote Tunnel interactive Interactive job 1. Supports launching sessions on both 
login & compute nodes 

2. Same as #4 above

1. Not resilient to network glitches 
2. Same as #1, 2, & 3 above

Remote SSH - ProxyCommand Interactive job 1. Least steps involved to launch a session
2. Launched directly from personal device
3. Works for both login & compute nodes
4. Supports tandem sessions on CPU & 

GPU nodes (but not on nodes of the 
same type), along with a Tunnel session

1. Edit to SSH config file for compute node 
resource allocation

2. Not resilient to network glitches
3. Does not support compute node 

session on Windows
4. Needs multiple tries for gpu node

Remote SSH - ProxyJump Interactive job Same as #2 & 3 above [#4 not tested] 1. Multi-step process for compute node
2. Same as #2 & 3 above



Tunnel - Sbatch (FASRC Recommended)

• FASRC Recommended 

• Remote - Tunnel: Sbatch 

• Resilient to network disruptions 

• Launches the tunnel as an sbatch job - vscode.job 

• sbatch vscode.job

• scancel <JOBID>
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Remote - Tunnel - Interactive

• Remote - Tunnel: Interactive 
1. Multi-step process compared to Remote - SSH 
2. Needs a tarball to create an executable, code, on the cluster 
3. Interactive: 

• Add to code your path using ~/.bashrc

• Go to a compute node & execute: code tunnel

• Follow instructions to launch tunnel using either Github or Microsoft

• Open a browser & authenticate

• Will have to follow the process every time for a new compute node 
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Remote - SSH
• SSH Config File: 

• Access login node via SSH control master
• Generate SSH public & private key pair for compute node 
• Access compute node using ProxyCommand & salloc  
• Or access compute node using ProxyJump 

• ProxyCommand+salloc: Either edit local SSH config file or create 
multiple hostnames. Multiple retries for launching on GPU node 

• ProxyJump - Multi-step process to open interface on compute node 
• Both are interactive - prone to network disruptions
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Remote - SSH 

ProxyCommand
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ProxyJump



Best Practices
• Maximum of 5 login sessions allowed per user at a time, be aware of the 

number of VS Code instances you spawn on the cluster 
• Login node session 

• Use for writing &/or editing your code only 
• Do not use it to run Jupyter notebook, R, Matlab, or any other script

• Compute node session
• Use for running notebooks & scripts 
• Avoid using for writing &/or editing your code as this is a non-compute work

• For interactive sessions, better to be on VPN to get stable connection 
• Close jobs, launched through interactive or sbatch sessions, if VS Code work 

is complete: squeue -u <username>; scancel <JOBID>   
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Pitfalls
• Lingering SSO connection 

• VSCode running slow, environment issues: Cache, CachedData, 
CachedExtensionsVSIXs, Code Cache, etc.

• On Linux: .vscode/data/ & .vscode-server/data/ (if opening through remote) 

• On Mac: ~/Library/Application\ Support/Code/

• On C: C:\Users\<user_name>\AppData\Roaming\Code 12



Pitfalls contd…
• Remote SSH: Using different nicknames
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Pitfalls contd…
• Remote SSH: Slurm Directives 

• --mem flag is not being used in salloc command
• Forgot to change --mem, --time, --partition, etc., in salloc 

command based on your need
• Out Of Memory error: forgot to increase memory using --mem flag in salloc 

command prior to launching VSCode session on the cluster  
• SSH config file not setup correctly: 

• Test on macOS: ssh <Host Nickname>  

• replace <Host Nickname> with corresponding names used for login & compute nodes

• Not commenting out conda initialization statements in ~/.bashrc
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Pitfalls contd…
o Not exiting cleanly:

• Close Remote Connection under File

• Having multiple windows open

• Important for Remote - Tunnel 
connections

o Continue to have problems: 

• Come to office hours to 
troubleshoot live
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Resources:

o VSCode Remote Development via SSH or Tunnel – FASRC DOCS 

o https://kempnerinstitute.github.io/kempner-hpc-handbook/developmen
t_and_runtime_envs/using_vscode_for_remote_development.html 

o SSH wrapper script for launching VSCode as a background job: pretty 
exhaustive: 

• https://github.com/microsoft/vscode-remote-release/issues/1722 

• https://github.com/xangma/vscode_remote_slurm/tree/main 

o Documentation for Visual Studio Code 
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FASRC Upcoming Trainings
Training calendar: https://www.rc.fas.harvard.edu/upcoming-training/  

• Includes training sessions offered by Informatics
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Managing Research Data at FASRC

Training is focused on providing recommendations and resources for managing research 
data at FASRC

Audience: Users who deal with data and are familiar with command line & HPC systems  

Objectives: 
1. How to incorporate data management concepts into your research workflows
2. Include it at each stage of the data lifecycle, from data planning, data generation to 

data storage and cleanup
3. Walk through research data management tools and resources



Resources and help
• Documentation

• User Docs: FASRC DOCS  
• GitHub User codes: GitHub - fasrc/User_Codes

• Getting help

• Office hours on Wednesdays from 12-3 PM: https://www.rc.fas.harvard.edu/training/office-hours/ 

• Ticket 

• Portal: http://portal.rc.fas.harvard.edu/rcrt/submit_ticket (requires login)

• Email: rchelp@rc.fas.harvard.edu

• Consulting Calendar: https://www.rc.fas.harvard.edu/consulting-calendar/   

• Training: Training | FAS Research Computing 

 



Survey

Please, fill out our course survey. Your feedback is essential for us to improve 
our trainings!!

http://tinyurl.com/FASRCsurvey 
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Thank You!

Questions?


